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ABSTRACT: Olefin epoxidation catalyzed by methyltrioxorhe-
nium (MTO, CH3ReO3) is strongly accelerated in the presence
of H2O. The participation of H2O in each of the elementary
steps of the catalytic cycle, involving the formation of the peroxo
complexes (CH3ReO2(η

2-O2), A, and CH3ReO(η
2-O2)2(H2O),

B), as well as in their subsequent epoxidation of cyclohexene,
was examined in aqueous acetonitrile. Experimental measure-
ments demonstrate that the epoxidation steps exhibit only weak
[H2O] dependence, attributed by DFT calculations to hydrogen
bonding between uncoordinated H2O and a peroxo ligand. The
primary cause of the observed H2O acceleration is the strong co-
catalytic effect of water on the rates at which A and B are
regenerated and consequently on the relative abundances of the three interconverting Re-containing species at steady state.
Proton transfer from weakly coordinated H2O2 to the oxo ligands of MTO and A, resulting in peroxo complex formation, is
directly mediated by solvent H2O molecules. Computed activation parameters and kinetic isotope effects, in combination with
proton-inventory experiments, suggest a proton shuttle involving one or (most favorably) two H2O molecules in the key ligand-
exchange steps to form A and B from MTO and A, respectively.

■ INTRODUCTION

Epoxidation reactions are important in the manufacturing of
consumer and pharmaceutical products, including polyurethane
plastics, resins, adhesives, and excipients for tablet binding.
CH3ReO3 (MTO) is particularly efficient as a homogeneous
catalyst for the epoxidation of a wide variety of olefins using
H2O2, at room temperature and below.1−4 In contrast to many
other catalysts, MTO produces epoxides with near-quantitative
selectivity, without catalyzing H2O2 disproportionation.

5 In the
catalytic cycle, MTO undergoes sequential and reversible ligand
exchange with H2O2, forming the mono- and bis(peroxo)
complexes A and B, commonly depicted as shown in Scheme
1.5−7 Both A and B are kinetically competent intermediates, co-
existing with MTO in the presence of H2O2, resulting in two
coupled catalytic cycles whose relative contributions to the

epoxidation rate depend on the reaction conditions.7,8

Interestingly, although neither peroxo complex formation nor
the olefin epoxidation steps require H2O as a reactant
explicitly,7,9,10 the rate of epoxidation has been noted to
depend strongly on the water content of the solvent system.5,11

Interest in catalytic reactions that can be performed in and
“on” water12 is growing because of environmental concerns
about the use of organic solvents and the ubiquitousness of
water in reactions involving biomass-derived chemicals.13,14

Dramatic reaction-rate enhancements have been attributed to
strong hydrophobic effects that promote reactant assemblies,
transition-state stabilization due to solute−solvent hydrogen
bonding, and/or the ability of water to act as a proton
shuttle.12,15,16 Water is known to be critical in CO oxidation
over Au/TiO2,

17,18 methanol-to-gasoline production over
zeolites,19 and Ru(X)(Y)(PMe3)4-catalyzed hydrogenation of
CO2.

20 There is mounting evidence for acceleration of olefin
epoxidation by hydrogen bonding for both transition-metal
catalysts21−24 and metal-free catalysts25,26 and in epoxide ring-
opening.27 Yet the precise mechanistic role of water is often
poorly understood. In the case of homogeneous MTO-
catalyzed oxidations, a detailed understanding of the water
dependence is complicated by the reversibility of peroxo ligand
exchange, differences in the hydration states of the Re-
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Scheme 1. Sequential, Reversible Reactions of MTO with
H2O2 As Reported

5−7,10 To Yield the mono- and
bis(Peroxo) Complexes A and B, Which Epoxidize Olefins at
Similar Rates
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containing intermediates, and the strong non-ideality of
semiaqueous solutions.28−30

The reported water sensitivity of overall olefin epoxidation
rates could be caused by differential solvation effects, direct
involvement of H2O in either the epoxidation steps or the
catalyst activation steps (i.e., the formation of A and B from
MTO and H2O2) or some combination of these. Although the
behavior of the MTO/H2O2/olefin system has been the subject
of many prior reports, its remarkable water dependence has yet
to be explained. In most prior studies, the solvent composition
was held constant to avoid complicating the kinetic analysis,
even though this practice inevitably obscures any direct role of
the solvent in the reaction.2,7,8,10 Pestovsky et al. initially
suggested a direct ligand-exchange mechanism for the
formation of A and B from MTO and H2O2,

31 and structures
for the corresponding intermediates were computed by
Gonzales et al.32 Yet Wang and Espenson reported that both
k1 and k2 are ca. 100 times faster in neat H2O relative to
CH3CN containing 2.6 M H2O, and they hypothesized an
explicit role for water in the ligand-exchange mechanism.33

In principle, computational analysis can aid in elucidating the
role of solvent molecules in complex reactions, and omitting
the solvent can lead to dramatically incorrect predictions whose
discrepancies are far higher than accepted errors in modern
DFT methods.34 However, accurate computational descriptions
of solvent participation are still challenging. One approach is to
combine ab initio MD and QM/MM methods with importance
sampling methods, but such studies are typically limited to
single elementary steps.35−37 In addition, involving explicit
solvent molecules in a reaction mechanism requires sampling of
ensembles of microsolvated states.38,39 These approaches are
not yet practical for multistep reaction networks. Implicit
solvent contributions are more easily analyzed in such
networks, but the limited accuracy typically restricts their use
to describing qualitative trends.40−42 Consequently, most
previous computational studies of MTO were limited to
unsolvated species43,44 or, at best, reactions in the presence of a
solvent continuum.32,45,46 Recently, Kuznetsov and Pombeiro
computed favorable ligand-exchange transition states involving
a single, explicit water molecule, although without comparison
to experimental observables.45 In our recent computational
study, we reported that including one explicit water molecule in
each ligand-exchange transition state narrows the gap between
observed and calculated kinetics by several orders of
magnitude.34 However, the agreement was still not satisfactory,
and we speculated that our initial description of solvent
participation was incomplete.
In this contribution, we use a combination of experimental

kinetic measurements and DFT calculated transition states, as
well as kinetic simulations, to explore the participation of water
in olefin epoxidation catalyzed by MTO. Namely, we address:
(i) the relative magnitudes of the rate enhancements due to
water, in the epoxide formation steps vs the peroxide activation
steps; (ii) the relative importance of water-catalyzed and
uncatalyzed pathways; (iii) the roles and precise numbers of
water molecules involved in each step of the epoxidation
catalytic cycle; and (iv) the extent to which DFT calculations,
despite limitations in chemical accuracy, can predict and explain
the observed kinetics of the complex solution-phase reaction
involving multiple proton transfers, via modeling of specific
transition states and ensemble averaging. The kinetically
important role of water as a co-catalyst in MTO-catalyzed
epoxidations has implications for attempts to conduct such

reactions under low-water conditions,10,47,48 which may be
desirable in order to slow subsequent epoxide hydrolysis.

■ EXPERIMENTAL METHODS
Materials. CH3ReO3 (MTO, Aldrich), CH3CN (HPLC grade,

Fisher), CD3CN (99.8%, Cambridge Isotope Laboratories, Inc.), D2O
(99.9%, Cambridge Isotope Laboratories, Inc.), HClO4 (70 wt%,
Aldrich), and cyclohexene (99%, Aldrich) were used as received. H2O2
(30 wt% aqueous solution, EMS Chemicals) was diluted with
deionized water and standardized by iodometric titration.

Kinetic Measurements Using 1H NMR Spectroscopy. The
kinetics of the reaction between cyclohexene and H2O2, catalyzed by
MTO in aqueous CD3CN, were investigated by recording 1H NMR
spectra on an Avance DMX500 NMR spectrometer. The minimum
water concentration is limited by [H2O2], since this reagent was used
as an aqueous solution. The initial MTO and H2O2 concentrations
were fixed at 4.0 mM and 200 mM, respectively, while the initial
concentration of H2O was varied. Decomposition of peroxorhenium
complexes (to form CH3OH and CH3OOH) was suppressed by
adding 0.100 M HClO4.

8,33 To study the kinetics under [H2O2]-
limited conditions, cyclohexene (2.0 M) was added last, to initiate the
reaction after equilibria involving the peroxo complexes were
established. The temperature was maintained at 15.0 °C, to minimize
subsequent (noncatalytic) diol formation via epoxide hydrolysis.47,49

CHCl3 (2.0 M) was added as an internal standard to quantify the
reaction products. Reaction progress was monitored via the change in
intensity of the signal for the olefinic protons of cyclohexene (5.64
ppm); using other reactant/product signals gave very similar results.
The fractional conversion, X, is defined in eq 1:

=
−

X
R

[olefin] [olefin]
[ ]
0

0 (1)

where [olefin]0 is the initial olefin concentration, [olefin] is the
remaining concentration of olefin, and [R]0 is the initial concentration
of the limiting reagent (cyclohexene or H2O2).

To study the kinetics under [olefin]-limited conditions, the above
procedure was repeated for initial MTO and H2O2 concentrations of
2.0 mM and 500 mM, respectively, while the initial concentration of
H2O was varied. Cyclohexene (20 mM) was again added last, to
initiate the reaction. Note that, unless otherwise stated, all kinetic
analyses are based on initial water concentrations, [H2O]0, since the
change in water concentration due to the amounts generated as
reaction products is negligible. This is the well-known method of
kinetic flooding.

Kinetic Measurements Using UV−vis Spectroscopy. Kinetic
profiles were recorded using a Shimadzu UV-2401PC spectropho-
tometer, equipped with a thermoelectrically temperature-controlled
cell holder to maintain constant temperature conditions (±0.1 °C).
The absorbance (Abs) was monitored at either 320 or 360 nm,
corresponding to λmax for A and B, respectively.8,33,34 Rate constants
for ligand-exchange reactions involving H2O2 were evaluated by
nonlinear least-squares curve-fitting of the kinetic profiles using either
eq 2 (at 320 nm) or eq 3 (at 360 nm):34

α β= + − +∞
− −Abs Abs (1 e ) et

k kt tfast slow (2)

α β= + +∞
− −Abs Abs e et

k kt tfast slow (3)

Because the sequential reactions to form A and B are reversible, the
pseudo-first-order rate constants kfast and kslow are combinations of the
rate constants for the forward and reverse ligand-exchange reactions,
eqs 4 and 5:

+ = + + +− −k k k k k k( )[H O ] ( [H O] )fast slow 1 2 2 2 0 1 2 2 (4)

= + +− − −k k k k k k k k[H O ] [H O ] [H O]fast slow 1 2 2 2 0
2

1 2 2 2 0 1 2 2 (5)

where [H2O2]0 ≈ [H2O2]avg, since [H2O2]0 ≫ [Re]T.
Kinetic Simulations. Re speciation was calculated as a function of

reaction conditions and reaction progress by numerical analysis, using
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Mathematica 9.0.50 The analysis is based on Scheme 1, from which the
following coupled equations are obtained:

= + +

− + +

−

−

t
k k k

k k k

A
B

A

d[ ]
d

[MTO][H O ] ( [olefin])[ ]

( [H O] [H O ] [olefin])[ ]

1 2 2 2 4app

1 2 2 2 2 3app (6)

= − +−t
k k k

B
A B

d[ ]
d

[H O ][ ] ( [olefin])[ ]2 2 2 2 4app (7)

= +
t

k kA B
d[epoxide]

d
( [ ] [ ])[olefin]3app 4app (8)

= − − −A B[H O ] [H O ] [ ] 2[ ] [epoxide]2 2 2 2 0 (9)

= + +A B[Re] [MTO] [ ] [ ]T (10)

The equilibrated concentrations of all three Re species (MTO, A,
and B), as well as the concentration of free H2O2, were calculated
using our previously reported values of K1 = k1/k−1 and K2 = k2/k−2.

34

Values of three of the ligand-exchange rate constants (k1, k−1, k2) were
also obtained from previously reported values measured in CH3CN
containing 2.0 M H2O at 15.0 °C.34 Since direct measurement of k−2
at 15.0 °C was precluded in that study, k−2 values were calculated using
activation parameters (ΔH−2

⧧, ΔS−2⧧) measured in the same solvent
system.34 The apparent epoxidation rate constants k3app and k4app were
measured at specific water concentrations in this work. The complete
solutions for eqs 6−10 were compared to solutions obtained using the
pseudo-steady-state approximation51 for the concentrations of A and
B.

■ COMPUTATIONAL METHODS
Electronic structure calculations were performed using
Gaussian 09.52 The range-separated ωB97X-D density func-
tional53 and the aug-def2-TZVP basis sets were used for all
atoms, as described previously.34 We note that even larger basis
sets for Re, some of which contain h-functions and beyond,54,55

may further improve accuracy. Transition states were found
using the Berny algorithm, as implemented in Gaussian 09.
Cartesian coordinates for all species are listed in Table S1;
contributions to the total free energy of each species are
provided in Tables S2 and S3.
Molecular geometries were optimized in a conductor-type

polarizable continuous medium (CPCM).40,41,56,57 Gaussian 09
CPCM default conditions were used with the solvent specified
as CH3CN and with cavitation, dispersion, and repulsion
nonelectrostatic effects included. Computed free energies
include CPCM solvation as well as zero-point, translational,
rotational, and vibrational contributions obtained from ideal gas
partition functions.58 Entropic contributions to the free
energies were computed using the procedure of Kuznetsov
and Pombeiro to account for solvation-induced structural
correlations.45 The reference state for all species is 1.0 M,
except for H2O and D2O, whose concentrations were fixed at
2.0 M for comparison with experiments, unless otherwise
noted. A simple explicit microsolvation model59−62 was
constructed to treat water-solute enthalpic interactions
consistently during each step of the reaction pathway. A
detailed description of our approach is provided in the
Supporting Information.
Since multiple transition states, differing in their hydration

states, may contribute to the overall rate, the generalized
partition function formula in eq 11 was used to compute the
free energy for ensembles of transition states.63

∑Δ = − −
Δ⧧

=

⧧⎡
⎣
⎢⎢

⎤
⎦
⎥⎥G k T

G
k T

ln g expi
x

n

x
x

B
0 B (11)

The ensemble average of transition states i contains
contributions from transition states containing different
numbers of water molecules, n, and obeys detailed balance.
The factor gx accounts for the indistinguishability of water
molecules in distinct positions of the cyclic transition states.
Thus, unassisted and 1H2O-assisted transition states have g0 =
g1 = 1, 2H2O-assisted transition states have g2 = 2, and 3H2O-
assisted transition states have g3 = 6. Each term ΔGx

⧧ within
the summation includes the usual translational, rotational,
vibrational, and symmetry free energy contributions. Eq 11 is
similarly used to compute free energies for ensembles of
intermediate states with varying degrees of hydration.
Rate constants were computed using semiclassical transition-

state theory.64 Tunneling-corrected rate constants, k = Γ(T)
kBT/h exp[−ΔGi

⧧/kBT], were included for all reactions
involving proton transfer. The truncated parabolic tunneling
correction was chosen, since most tunneling corrections were
of order one.65,66 To include the effect of tunneling in the
computed free energies and to allow for direct comparison with
experiment, computed values for ΔH⧧ and ΔS⧧ were not
obtained directly from partition functions but were instead
extracted from computed Eyring plots to obtain apparent
activation parameters. This procedure is described in detail in a
previous report.34

■ RESULTS AND DISCUSSION
Effect of Water on the Kinetics of Cyclohexene

Epoxidation. The solvent dependence of the catalytic
epoxidation rate was first studied under [H2O2]-limited
conditions. MTO (4.0 mM) was combined with H2O2 (0.20
M) in the presence of variable amounts of H2O (0.80−1.8 M)
in CD3CN at 15.0 °C, to form an equilibrated mixture
dominated by B (representing >96% [Re]T). Epoxidation was
initiated by addition of excess cyclohexene (2.0 M), and 1H
NMR spectra were recorded until the cyclohexene concen-
tration ceased to change. The resonance for B (δ ≈ 2.8 ppm,
depending on [H2O]) decreased in intensity, being first
replaced by A (δ ≈ 2.4 ppm, depending on [H2O]) and then
MTO (δ ≈ 2.3 ppm, depending on [H2O]). The sole organic
products are the epoxide (90 ± 5%) and the diol (10 ± 5%,
formed subsequent to epoxidation by noncatalytic hydrolysis).
Kinetic profiles are shown in Figure 1a. The exponential

curvefits demonstrate that the reaction kinetics are approx-
imately pseudo-first-order, eq 12:

= − −k t[epoxide] [H O ] (1 exp[ ])2 2 0 obs (12)

even with the non-negligible change in [H2O] at the lowest
values of [H2O]0. The overall epoxidation rate depends
strongly on the solvent composition: the inset shows that the
fitted values of kobs depend linearly on [H2O]0. Interestingly,
the linear curvefit has a negligible y-intercept, suggesting that
there is no significant water-independent pathway under these
reaction conditions.
Kinetic measurements were also performed under [olefin]-

limited conditions. MTO (2.0 mM) was combined with excess
H2O2 (0.50 M) in the presence of variable amounts of H2O
(3.0−4.5 M) in CD3CN at 15.0 °C, to form an equilibrated
mixture again dominated by B (>97% [Re]T). Epoxidation was
initiated by addition of cyclohexene (20 mM). 1H NMR spectra
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were recorded until the cyclohexene was completely converted.
Throughout the reaction, the intensity of the resonance for B
remained constant and much larger than the signals for either A
or MTO. Kinetic profiles recorded with excess H2O2 and the
corresponding exponential curvefits are shown in Figure 1b.
The rate depends on [olefin] and [Re]T but is independent of
[H2O2],

9 eq 13:

= − −k t[epoxide] [olefin] (1 exp[ ])0 obs (13)

For these experiments, we note that [H2O]0 ≈ [H2O]avg for all
values of [H2O]0. Thus, since nearly all Re is present as B (and
small amounts of A generated during the reaction make little
contribution to the rate), the curvefits reflect k4app directly, with
kobs = k4app[Re]T.
Despite the limited range of [H2O]0, the solvent dependence

of the rate is clearly weaker under [olefin]-limited conditions
compared to [H2O2]-limited conditions. The water depend-
ence of k4app, obtained from the kobs values in Figure 1b (inset),
is shown in Figure 2 (blue) and described by eq 14:

= +k k k [H O]4app 4 4w 2 0 (14)

A linear fit to eq 14 yields the water-independent and water-
dependent rate constants k4 and k4w, whose values are (4.0 ±

0.4) × 10−2 M−1 s−1 and (1.38 ± 0.09) × 10−2 M−2 s−1,
respectively, at 15.0 °C.
Direct evaluation of the water dependence of k3app is not

possible, since A cannot be prepared in pure form; some B is
always present.7 However, A is the major species responsible
for epoxidation when [Re]T > [H2O2]. Addition of dilute
HClO4 suppresses the spontaneous decomposition of A under
these conditions, without affecting the rates of either ligand
exchange or epoxidation.8 The addition of 0.50 M cyclohexene
to a pre-equilibrated mixture of 10 mM MTO and 2.0 mM
H2O2 at 15.0 °C was used to initiate epoxidation in the
presence of variable amounts of H2O (0.67−2.25 M). The
initial Re speciation, [MTO]:[A]:[B], is calculated to be
8.8:1.1:0.12, based on integration of the 1H NMR signals.
Using rate constants obtained from experimental ΔG⧧ values
(Tables 1 and 2, vide inf ra), we expect the rate of reaction of A
with cyclohexene to be ca. 2 orders of magnitude faster than the
rate of reaction of A with H2O2 to form B. Thus, the kinetic
profiles primarily reflect the epoxidation rate, which is
dominated here by the reaction of A with cyclohexene.
The reaction progress was monitored using UV−vis

spectroscopy to record the conversion of A + B, as shown in
Figure 3. For the rate law shown in eq 8, biexponential curvefits
were obtained with k4app values fixed at the values extrapolated
using eq 14 for each water concentration. The resulting values
of k3app, shown in Figure 2 (green), are described by eq 15:

= +k k k [H O]3app 3 3w 2 0 (15)

A linear fit to eq 15 yields the water-independent and water-
dependent rate constants k3 and k3w, whose values are (5.3 ±
0.6) × 10−3 M−1 s−1 and (1.14 ± 0.39) × 10−3 M−2 s−1,
respectively, at 15.0 °C. Figure 2 shows that the pseudo-
second-order rate constants k3app and k4app have (i) similar
magnitudes, with k4app ≈ 10 k3app for a given [H2O]; and (ii)
similar, weak water dependences.

Water Acceleration of Peroxo Complex Formation.
The very small changes in epoxidation rate constants with water
concentration suggest that most of the observed water
acceleration arises not in the epoxidation steps but in the
catalyst regeneration steps, i.e., the ligand-exchange reactions
with H2O2. To explore the precise role of water in these
reactions, the kinetics of the reaction between MTO and H2O2

Figure 1. Water dependence of the rate of cyclohexene epoxidation by
MTO/H2O2, in time-resolved conversion profiles (points) measured
by 1H NMR at 15.0 °C in aqueous CD3CN. (a) Under [H2O2]-limited
conditions: 2.0 M cyclohexene, 0.20 M H2O2, 4.0 mM MTO, variable
amounts of H2O (0.80−1.8 M). Inset: Water dependence of the
pseudo-first-order rate constants. (b) Under [olefin]-limited con-
ditions: 20 mM cyclohexene, 0.50 M H2O2, 2.0 mM MTO, variable
amounts of H2O (3.0−4.5 M). Inset: Water dependence of the
pseudo-first-order rate constants. The curvefits (lines) were obtained
using the integrated first-order rate equation with one adjustable
parameter (kobs).

Figure 2. Water dependence of the second-order rate constants k3app
(green) and k4app (blue) for the epoxidation of cyclohexene by A and
B, respectively, at 15.0 °C. Values of k4app at lower water
concentrations (solid gray points) were extrapolated from eq 14 and
used in the biexponential fits shown in Figure 3, in which the
corresponding values of k3app were refined.
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were measured in CH3CN at 25.0 °C in the presence of varying
amounts of water, up to 4.0 M. The absorbance−time profiles
recorded at 320 and 360 nm, shown in Figure 4, are strongly

water dependent. Curvefits to the biexponential kinetic
equations in eqs 2 and 3 were used to obtain values for kfast
and kslow. The results are shown in Figure 5, expressed as the
sum and product of the pseudo-first-order rate constants (as
required to extract values of the [H2O2]-independent rate
constants via eqs 4 and 5).34,67 Figure 5 reveals that the
acceleration by water is slightly greater for kfast (dominated by

k1) than for kslow (dominated by k2), with the former showing
approximately second-order dependence and the latter showing
approximately mixed first- and second-order dependence on
[H2O].
A detailed description of the water dependence of the

experimental rate law for peroxo complex formation is
complicated by the reversibility of formation of A and B and
differences in the [H2O] reaction orders for the reverse
reactions, as required by detailed balance and their different
hydration states. Nevertheless, Figure 5 suggests that the rate-
determining transition states for both ligand-exchange reactions
involve 1−2 water molecules. However, the dependence of the
rate constants on [H2O] may not yield an accurate value for the
orders with respect to H2O, due to the strong non-ideality of
water−acetonitrile mixtures.30,68,69 Kinetic analyses in which
water activity is used to determine reaction orders often report
complicated, nonpower law dependences. For example, the
hydrolysis of (p-methylphenyl)trichloroacetate in aqueous
acetonitrile was described with a reaction order with respect
to water of (3.1 ± 0.1) at low [H2O] and (9.9 ± 0.1) at high
[H2O].

70 Such complicated water dependence may reflect
changes in the microstructure of the water−acetonitrile
mixture, including the formation of microheterogeneous
water-rich clusters.28,30,71

Quantitative Assessment of Water Participation. The
proton inventory technique was used to ascertain the number
of water molecules participating directly in each ligand-
exchange transition state.70,72,73 In this technique, the kinetic
consequences of partial isotopic labeling of the solvent are
assessed to determine the number of protons transferred in the
rate-determining step.70,72,74 Since the total water concen-
tration is held constant, while the solvent H/D ratio is varied,
non-ideality of the solvent system does not complicate the
analysis.
The Gross−Butler equation70,73,75 relates the rate constant kn

measured for a given D atom fraction, n, to the rate constant k0
when H2O is the only isotopolog present. If we assume that
each participating water molecule has the same fractionation
factor and further that the fractionation factors of H2O and
H2O2 are similar (since both form O−H−O hydrogen bonds in
the transition states), the Gross−Butler equation can be written
as eq 16:

Figure 3. UV−vis kinetic profiles (points) recorded during the
epoxidation of 0.50 M cyclohexene by a mixture of A (1.1 mM) and B
(0.12 mM), formed by the reaction of 10 mM MTO with 2.0 mM
H2O2 in the presence of 0.100 M HClO4 and variable amounts of
water, in CH3CN at 15.0 °C. The curvefits (lines) are biexponential.
Curves are vertically offset for clarity.

Figure 4. Time-resolved UV−vis kinetic profiles (points), recorded at
two wavelengths: (a) 320 nm and (b) 360 nm, for the reaction of 1.0
mM MTO with 49.1 mM H2O2, in the presence of variable amounts of
H2O (0.20−4.0 M) in CH3CN at 25.0 °C. The curvefits (lines) were
obtained using eqs 2 and 3.

Figure 5. Water dependence of the measured pseudo-first-order rate
constants kfast (blue points) and kslow (red points) for the reaction of
1.0 mM MTO with 49.1 mM H2O2, in aqueous CH3CN at 25.0 °C.
The curvefits (lines) correspond to a second-order dependence on
[H2O] (for kfast), and a mixed first- and second-order dependence on
[H2O] (for kslow).
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ϕ ϕ

ϕ

= − + * − + *

= − + * +

k k n n n n

n n

/ (1 )(1 )
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n
m

m

0 H O H O

1
2 2 2

(16)

where m is the number of water molecules involved in the rate-
determining transition state and ϕ* represents the isotope
fractionation factor for the H/D-exchangeable site that
participates directly in the transition state. The form of the
exponent (m+1) arises because ligand-exchange reactions with
H2O2 necessarily involve the transfer of at least one proton (i.e.,
from H2O2 itself) in the rate-determining transition state. A
detailed explanation of the procedure to obtain eq 16 is given in
the Supporting Information.
The solvent kinetic isotope effect (KIE) was evaluated

experimentally for the reaction between MTO and H2O2 in
CH3CN containing 3.1 M (H2O + D2O). Since proton
exchange between H2O2 and H2O is rapid, the contribution of
H2O2 to the deuterium atom fraction must be included, i.e., n =
[D2O]/([H2O + D2O] + [H2O2]). Kinetic profiles, recorded
by UV−vis spectroscopy at 25.0 °C, were analyzed as described
above for Figure 4. As expected, both pseudo-first-order rate
constants kfast and kslow decrease with increasing n. To extract
the pseudo-second-order rate constants k1 and k2, [H2O2] was
varied to give the results shown in Figure 6.
Values for (k1 + k2) and (k1 × k2) were obtained from the

curvefits to eqs 4 and 5, then values of k1 and k2 were extracted
for each deuterium atom fraction. The dependence of k1 and k2
on n is presented in Figure 7. The close similarity of the two
data sets suggests that the same number of water molecules is

involved in the rate-determining step for each ligand-exchange
reaction, i.e., conversion of MTO to A (ϕ1*) and of A to B
(ϕ2*). The data were analyzed using eq 16, for different integer
values of m representing the number of water protons
participating in the transition state. The best fits, corresponding
to m = 2, are shown in Figure 7 (inferior curvefits obtained for
m = 0 and 1 are compared in Figure S1). Thus, we infer that
each rate-determining transition state involves on average two
H2O molecules (although the experiments do not exclude a
role for transition states with one or three water molecules,
depending on [H2O]). Our finding of m = 2 is generally
consistent with the nonlinearity observed in Figure 5.
The fitted values of the fractionation factors, ϕ1* = (0.656 ±

0.009) and ϕ2* = (0.658 ± 0.011), represent the average
fractionation factors for the three protons (representing one
from H2O2, and one from each of two H2O molecules)
transferred in each reaction coordinate. Their magnitudes agree
well with other values for reactions with three-proton transition
states. For example, fractionation factors of (0.697 ± 0.005)
and (0.707 ± 0.003) were reported for the hydrolysis of (p-
nitrophenyl)trifluoroacetate76 and (p-methylphenyl)-
trifluoroacetate,70 respectively, in aqueous acetonitrile. The
corresponding transition states were assumed to involve proton
transfer from H2O mediated by two additional H2O molecules
via a hydrogen-bond wire.77 In the sequential reactions of
MTO with H2O2, we infer that two free water molecules and
(necessarily) one coordinated H2O2 molecule form hydrogen-
bonded eight-membered rings, Figure 8. These transition states
lead to the η1-hydroperoxo intermediates I1 and I2. While these
intermediates have never been observed, they are assumed to
convert to A and B in rapid subsequent proton transfer steps.34

The conclusions which can be drawn regarding the
participation of water in catalytic olefin epoxidation based on
the kinetic experiments described above are summarized in
Scheme 2. Both peroxo binding rate constants k1w and k2w are
fourth-order rate constants, with values of 0.106 and 0.0069
M−3 s−1, respectively, at 25.0 °C. The water dependence of the
reverse rate constants k−1 and k−2 was not measured
experimentally but is required by detailed balance. For further
insight into the mechanistic role of water in both the peroxide
activation and olefin epoxidation steps, we turned to computa-
tional modeling.

Figure 6. Dependence on excess [H2O2] of (a) the sum of the
observed rate constants (kfast + kslow), showing curvefits obtained using
eq 4; and (b) the product of the observed rate constants (kfast × kslow),
showing curvefits obtained using eq 5, at seven different H2O/D2O
ratios, expressed as the atom fraction of deuterium, n, for the reaction
of 1.0 mM MTO in CH3CN containing with 3.1 M (H2O+D2O), at
25.0 °C.

Figure 7. Dependence of the normalized pseudo-second-order rate
constants k1,n/k1,0 (red) and k2,n/k2,0 (blue) on the solvent deuterium
atom fraction (n) for the reaction of MTO with H2O2, in CH3CN
containing 3.1 M (H2O + D2O), at 25.0 °C. The best curvefits (lines)
were obtained using eq 16 with m = 2 and one adjustable parameter,
ϕi* (R2 = 0.9905 for k1, and 0.9840 for k2).
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Computational Modeling of Water Participation in
Cyclohexene Epoxidation. In aqueous acetonitrile near
ambient temperature, A does not bind water, while B does.78

However, the structures of A and A·H2O, and of B and its
water-free analog B′, differ only slightly in free energy.34

Consequently, their interconversion eqs 17 and 18 could
potentially contribute to the water dependence of the
epoxidation kinetics:

η η‐ + ⇄ ‐
·

CH ReO ( O ) H O CH ReO ( O )(H O)
A A H O

3 2
2

2 2
(major)

3 2
2

2 2
(minor)2

(17)

η η‐ ⇄ ‐ +
′

CH ReO( O ) H O CH ReO( O ) H O
B B

3
2

2 2 2
(major)

3
2

2 2 2
(minor)

(18)

For example, water acceleration for k3app would result if both A
and the minor species CH3ReO2(η

2-O2)(H2O) (i.e., A·H2O)
contribute to the observed epoxidation rate, and A·H2O is the
more reactive of the two equilibrated species. However, the
similar water dependence observed for k4app cannot arise from
the kinetic competence of the minor species CH3ReO(η

2-O2)2
(i.e., B′), because the water-free complex is the minor species in
this equilibrium. It is also possible that water accelerates the
epoxidation reactions by interacting with A and B without
directly bonding to Re, e.g., via hydrogen bonding to the active
peroxo ligand.
Each of these possibilities was explored computationally. The

free energy barriers for the epoxidation of cyclohexene by A
and B, as well as by the minor species A·H2O and B′, were
computed. In each case, cyclohexene approaches one of the

electron-deficient peroxo ligands of A or B/B′ in a spiro
conformation, i.e., with the electron-rich π-bond perpendicular
to the Re(η2-O2) plane.

79 The peroxo oxygen further from the
methyl ligand is the more reactive in O atom transfer.
The water molecule in A·H2O does not remain coordinated

to A during its reaction with cyclohexene; instead, it prefers to
hydrogen bond to the nonreacting oxygen of the activated
peroxo ligand. The transition state for A that includes this
hydrogen-bonded water molecule, [A-C6H10-H2O]

⧧, is slightly
lower in free energy (by 2 kJ mol−1) than the water-free
transition state, [A-C6H10]

⧧. The transition state for B (with a
coordinated water molecule) reacting with cyclohexene, [B-
C6H10]

⧧, is 3 kJ mol−1 lower in free energy than for [B′-
C6H10]

⧧ (i.e., with a water molecule free in solution) at 2 M
H2O. However, an additional water molecule also slightly
stabilizes the transition state involving B and cyclohexene, [B-
C6H10-H2O]

⧧ via hydrogen bonding. Computed transition-
state geometries are shown in Figure 9.

Computed free energy barriers for the epoxidation of
cyclohexene by A, B, and B′, with and without an additional
hydrogen-bonded water molecule, are compared to exper-
imental values in Table 1. No transition state was located for
the epoxidation of cyclohexene by A·H2O. In agreement with
the experimental trend, we predict A to be less reactive than B/
B′. The computed free energy barriers overestimate the
experimentally determined values by 22−36 kJ mol−1, similar
to the average unsigned electronic energy errors reported for
oxygen atom transfers from high-valent Re species using
DFT.80 Nevertheless, the trends are consistent with the weak
water dependences of k3app and k4app in Figure 2, predicting
small rate accelerations for increasing water concentrations via
water stabilization of the transition states through hydrogen
bonding ([A-C6H10-H2O]

⧧ and [B-C6H10-H2O]
⧧).

Computational Modeling of Water Participation in
the Reactions between MTO and H2O2. Free energy

Figure 8. Proposed cyclic transition states associated with proton
transfer via a hydrogen-bond wire during ligand exchange to form the
mono(η1-hydroperoxo) intermediate I1 and the bis(η1-hydroperoxo)
intermediate I2.

Scheme 2. Water Involvement in Cyclohexene Epoxidation
Catalyzed by MTO, As Required by Kinetic Experiments

Figure 9. Transition states associated with the MTO-catalyzed
epoxidation of cyclohexene by H2O2. Color legend: blue, Re; red,
O; gray, C; white, H. Green dashed lines indicate hydrogen bonding.
Black dashed lines indicate the trajectory of oxygen atom transfer.

Journal of the American Chemical Society Article

DOI: 10.1021/jacs.5b03750
J. Am. Chem. Soc. 2015, 137, 9604−9616

9610

http://dx.doi.org/10.1021/jacs.5b03750


barriers for the peroxo ligand-exchange reactions were
computed for four reaction pathways: one involving direct
proton transfer (unassisted), and three involving explicit water
molecules that participate directly in the transition states
(water-assisted). We assume there is an ensemble of stable
complexes having varying degrees of association with H2O,
according to their relative free energies. Likewise, we assume an
ensemble of transition states having varying degrees of H2O
participation according to the relative free energies of the
transition states. The possible transition states are designated
0H2O, 1H2O, 2H2O, and 3H2O, to indicate states involving
zero, one, two, and three water molecules.
Transition states containing zero, one, two, and three water

molecules consist of four-, six-, eight-, and 10-membered rings,
respectively (Table S1). For water chains containing one or two
H2O molecules, proton transfer via a hydrogen-bond wire77 was
verified computationally by examining the intrinsic reaction
coordinate.81,82 For the rate-determining formation of [MTO-
I1]

⧧ in the conversion of MTO to A and for the rate-
determining formation of [A-I2]

⧧ in the conversion of A to B,
the free energy barriers are comparable for transition states
containing either one or two H2O molecules, Figure 10.
However, the nonrate-determining steps, involving proton
transfer in the η1-hydroperoxo transition states ([I1-A]

⧧ and
[I2-B]

⧧), are computed to be fastest when they include just one
H2O.
We also computed 3H2O-assisted transition states, in which

four protons are transferred via a 10-membered ring. In
contrast to the 1H2O- and 2H2O-assisted transition states, the
intrinsic reaction coordinates do not show concerted proton
transfer along the hydrogen bond wire. Instead, an H3O

+-like
intermediate forms. Regardless, we predict 3H2O-assisted
transition states to be unfavorable due to the large entropic
penalty for assembling five molecules in solution, Tables S4 and
S5. Consequently, this pathway was neglected in the calculation
of the free energy barriers for the ensemble of transition states
in Figure 10.
The computed apparent free energies for each mechanism

are compared with experimental values in Figure 11. For both
the first and second ligand-exchange steps, the free energy
barriers are similar for 1H2O- and 2H2O-assisted transition
states, and these are closest to the experimental values. The
barriers for the 0H2O- and 3H2O-assisted transition states are
substantially higher. Thus, either one or two water molecules

provide optimal transition-state stabilization, and both path-
ways likely contribute to water-catalyzed ligand-exchange, in
proportions that depend on the actual water concentration.
Table 2 shows the computed activation parameters for the

unassisted and 1H2O- and 2H2O-assisted transition states as
well as for the ensemble-averaged properties. For each forward
and reverse reaction, the computed activation enthalpy
decreases as the number of H2O molecules in the transition
state increases, due to favorable hydrogen-bonding interactions.
For the reversible formation of A, the apparent activation
entropy becomes more negative as the number of H2O
molecules in each transition state increases, as expected.
However, the trend is more complicated for the reversible
formation of B. This is due to much more pronounced
tunneling in direct (unassisted by water) proton transfer for
transition state [A-I2]

⧧, compared to the water-catalyzed

Table 1. Comparison of Experimental and Computed Free
Energy Barriers ΔG⧧ (kJ mol−1) for Cyclohexene
Epoxidation in Aqueous Acetonitrile at 15.0 °C for Various
Water Concentrations

exp.a calculatedb

[H2O]/M

transition-state description 2 2 4 8

A + C6H10 → [A-C6H10]
⧧ 82 118 118 118

A + C6H10 + H2O → [A-C6H10-H2O]
⧧ 116 115 114

B + C6H10 → [B-C6H10]
⧧ 77 96 96 96

B + C6H10 → [B′-C6H10]
⧧ + H2O 99 100 102

B + C6H10 + H2O → [B-C6H10-H2O]
⧧ 97 96 94

aHarmonic transition-state theory was applied to the measured
epoxidation rate constants (extrapolated using eqs 14 and 15) to
estimate the experimental free energy barriers at 15.0 °C and 2.0 M
H2O.

bFree energies are for standard concentrations (1.0 M) of all
reactants except for water, whose concentration varies as indicated.

Figure 10. Computed free energies for formation of the peroxo
complexes of MTO, including CPCM and entropic corrections for
solvation in CH3CN at 25.0 °C (at a water concentration of 2.0 M,
with all other species at 1.0 M; see Table S6 for numerical values).
Free energies are presented relative to separated MTO, H2O2, and
H2O molecules. Transition states are identified by a hyphen between
the reactant and product states of the Re complex. Solid green, red,
and blue lines show free energies with 0H2O-, 1H2O-, and 2H2O-
assisted transition states. The black solid lines show the free energy
profile that includes the ensemble of hydration states for each
intermediate and transition state.

Figure 11. Computed apparent free energy barriers for the formation
of the peroxo complexes A (blue circles) and B (black squares), via
transition states involving different numbers of water molecules,
compared to experimental values (dashed lines) measured at 25.0 °C
with 2.0 M H2O.
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mechanisms (Table S7). The apparent activation entropies for
the 2H2O-assisted transition states agree strikingly well with
experimental values, with absolute deviations of only 1−27 J
mol−1 K−1. By comparison, the activation entropies are much
too positive for both the unassisted and 1H2O-assisted
transition states; they are much too negative for the 3H2O-
assisted transition states (Table S4).
Gandour suggested that eight-membered cyclic transition

states such as those depicted in Figure 8 should be ideal,83 since
they allow for nearly linear hydrogen bonds (∠OHO = 168.2 ±
5.5° in our computational models). Angles in the six-membered
rings formed in the rate-determining steps of the 1H2O-assisted
transition states are computed to be smaller (∠OHO = 155.1 ±
7.2° in our computational models). Near-linear hydrogen
bonding provides strong enthalpic stabilization to the eight-
membered ring transition states, compensating for the entropic
penalty of assembling four molecules. However, our calcu-
lations suggest that six-membered rings are optimum for proton
transfer in the nonrate-determining transition states involving
reactions of the η1-hydroperoxo intermediates, suggesting a
subtle enthalpic−entropic balance.
The free energy barriers involving both the 1H2O- and

2H2O-assisted transition states generally agree well with
experiment, overpredicting the measured values by only 6−21
kJ mol−1 for each step. These errors are within typical ranges
for modern density functionals84−86 (especially for Re(VII)
species, which are known to be particularly prone to large
errors in electronic energies).80 The contributions to the
enthalpic and entropic barriers for the ensemble averages are
dominated by the 1H2O- and 2H2O-assisted mechanisms.
However, the optimum number of water molecules is sensitive
to the small differences (ca. 5 kJ mol−1) in ΔG⧧ between the
1H2O- and 2H2O-catalyzed pathways, which are less than DFT
accuracy. Although the calculations predict the 1H2O-assisted
transition states to be slightly favored in the formation of A
from MTO, changes in the effective water concentration due to
non-ideality in the acetonitrile−water mixture (neglected in the
calculations due to the absence of information about transition
state activities)87 could easily favor the 2H2O-assisted transition

states. The generally better agreement with experimental
enthalpic and entropic barriers suggests that contributions of
the 2H2O-assisted transition states dominate under the reaction
conditions used here.

Modeling of Kinetic Isotope Effects. In light of the
satisfactory agreement between computed and experimental
activation parameters, we extended our computational analysis
to the KIEs (ki/ki

D, where the superscript D denotes a rate
constant in D2O) for each ligand-exchange step, for comparison
to the results of the proton inventory experiments described
above. Each of the reactant- and transition-state energies in
Figure 10 was recalculated after replacing H2O and H2O2 with
D2O and D2O2, respectively. The isotopic substitution
influences zero-point and vibrational energy levels in the
reactant and transition states as well as tunneling probabilities.
Computed tunneling corrections and apparent activation
parameters are shown in Tables S7 and S8, respectively. As
expected, the overall result of isotopic substitution is a slightly
larger apparent activation barrier energy for each step,
consistent with typical primary KIEs.88

The forward rate constants k1w and k2w are related to the
directly calculated rate constants for the elementary steps
(based on Figure 10) using the pseudo-steady-state approx-
imations defined in eqs 19 and 20:

=
+

≈→ →

→ →
→k

k k

k k
k1w

MTO I I A

I MTO I A
MTO I

1 1

1 1
1

(19)

=
+

≈→ →

→ →
→k

k k

k k
k2w

A I I B

I A I B
A I

2 2

2 2
2

(20)

Both must be multiplied by the appropriate value of [H2O]
m

(or [D2O]
m) to obtain the pseudo-second-order rate constants

k1 and k2. Fractionation factors were computed as ϕ1* = (k1
D/

k1)
1/(m+1) and ϕ2* = (k2

D/k2)
1/(m+1), where m is the number of

H2O/D2O molecules in the rate-determining transition state.
Computed KIEs and fractionation factors for the 1H2O/1D2O
and 2H2O/2D2O pathways, as well as with ensemble-averaged
properties, are shown in Table 3. Computed and experimental
rate constants are compared in Table S9.
The computed KIE for the formation of A from MTO via a

1H2O-assisted transition state, k1/k1
D = 6.1, is quite large

compared to the experimental value, 3.8. In contrast, the
computed KIE for the 1H2O-assisted formation of B from A,

Table 2. Comparison between Computed and Experimental
Apparent Activation Parameters for H2O-Catalyzed
Pathways in the Formation of Peroxo Complexes A and Ba

computed

parameter 0H2O 1H2O 2H2O ensemble experimentalb

ΔG1
⧧ 110 91 96 91 74.9

ΔG−1
⧧ 116 95 103 94 89.3

ΔG2
⧧ 121 97 94 93 81.5

ΔG−2
⧧ 127 106 92 97 93.2

ΔH1
⧧ 68 43 29 43 8.4

ΔH−1
⧧ 79 50 38 51 20.7

ΔH2
⧧ 69 46 24 31 19.9

ΔH−2
⧧ 101 82 49 52 52.8

ΔS1⧧ −141 −163 −224 −161 −223
ΔS−1⧧ −124 −151 −217 −146 −230
ΔS2⧧ −176 −171 −233 −209 −206
ΔS−2⧧ −87 −81 −143 −151 −136

aApparent thermodynamic parameters were computed at 25.0 °C with
all species at 1.0 M except for H2O (2.0 M) and include tunneling
corrections. Enthalpies and free energies are reported in kJ mol−1, and
entropies in J K−1 mol−1. bFrom experiments conducted in CH3CN
containing 2.0 M H2O at 25.0 °C.34

Table 3. Comparison of Computed and Experimental KIEs
for the Sequential Formation of Peroxo Complexes A and B
from MTO, at 25.0 °C

calculateda experimentalb

parameter 1H2O/D2O 2H2O/D2O ensemble m = 1 m = 2

k1/k1
D 6.05 3.91 5.47 3.77 3.54

ϕ1* 0.406 0.635 0.567c 0.515 0.656
k2/k2

D 3.26 2.91 2.94 3.74 3.51
ϕ2* 0.554 0.700 0.698c 0.517 0.658

aPseudo-second-order rate constants were calculated using the
activation parameters in Tables 2 and S8. bMeasured for [H2O +
D2O] = 3.1 M. The experimental KIEs differ slightly for curvefits
involving m = 1 and m = 2 only because k1

D and k2
D are extrapolated

to n = 1 for a chosen m. cFractionation factors for the ensemble
average were computed using m = 2, since this value resulted in the
best fit to the experimental data.
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k2/k2
D = 3.3, is slightly under-predicted compared to the

experimental value, 3.7. In contrast, both computed KIEs
involving the 2H2O-assisted transition states, k1/k1

D= 3.9 and
k2/k2

D = 2.9, are in reasonable agreement with the
corresponding experimental values (both 3.5, extrapolated
using m = 2 as the best experimental fit). The large difference in
computed KIEs (k1/k1

D vs k2/k2
D) for the 1H2O-assisted

transition states, and between the 1H2O- and 2H2O-assisted
transition states, was unexpected, since the structures of all
transition states are similar. It stems from differences in
tunneling prefactors, which result from differences in transition-
state imaginary frequencies.
Subtle energetic differences between 1H2O- and 2H2O-

assisted transition states make it difficult to identify the
dominant pathway conclusively based solely on the computa-
tions, given the limited chemical accuracy of DFT calculations.
Transition states containing both 1H2O and 2H2O molecules
may both contribute to the observed KIEs. However, the
calculated KIEs for the 2H2O-assisted pathways agree more
closely with experiment than KIEs for the 1H2O-assisted
pathway. This gives further weight to the hypothesis that the
most favorable transition states involve two water molecules.
Scheme 3 shows the multiple roles of water in olefin

epoxidation catalyzed by MTO, based on all of our
experimental and computational findings. It defines our rate
constant notation explicitly, and shows all transition states
where water influences the reaction rates. We stress that both
cycles contribute to epoxidation reactions although their
relative rates depend on [H2O2]/[Re]T, which varies as a
function of conversion.
Relative Contributions of Water on the Overall

Epoxidation Rate. To explore the precise effects of the
various types of water acceleration on the rates of cyclohexene
epoxidation seen in Figure 1, we simulated the catalytic process
numerically, using the rate expressions in eqs 6−10. Pseudo-
steady-state solutions were also computed, for comparison with
the numerical simulations. For comparison with experiments,
equilibria involving the peroxorhenium complexes were
established first, prior to the onset of cyclohexene epoxidation.
To model the water dependence of the ligand-exchange
reactions, k1, k−1, and k2 were assumed to depend on
[H2O]

2, while k−2 was assumed to depend on [H2O],
consistent with detailed balance. The qualitative conclusions
drawn from this analysis are not sensitive to the precise order m
of the dependence on [H2O]

m for the ligand-exchange steps.
The rate constants k3app and k4app for the epoxidation steps were
extrapolated from Figure 2, using eqs 14 and 15 to adjust for
their water dependence.
Figure 12 shows cyclohexene conversion and Re speciation

profiles simulated under [H2O2]-limited conditions (corre-
sponding to the experimental conditions in Figure 1a). Water
acceleration is clearly evident, and the agreement with
experiments is excellent, Figure S2. Because the catalyst
concentration is small compared to [H2O2], the pseudo-
steady-state solutions agree well with the numerical solutions,
with the exception of the transient mismatch expected at very
early times.51 MTO-catalyzed epoxidations at low water
concentrations are predicted to be extremely slow. Under
anhydrous conditions, the rates for the unassisted mechanism
would be 5 orders of magnitude slower than those measured in
0.2 M H2O, implying that such reactions in CH3CN are
undoubtedly catalyzed by adventitious water. Nevertheless,
appreciable epoxidation rates under anhydrous conditions can

be obtained with the addition of pyridine bases.89,90

Interestingly, the accelerating effect of pyridine bases is
inhibited by the presence of water.90

While essentially all Re is present as B prior to initiation of
the reaction by addition of cyclohexene, Figure 12b shows that
it is mostly converted to A and MTO shortly after the reaction
starts. Although [H2O2] ≫ [Re]T for most of the reaction, the
fraction of Re existing as B, αB, remains very low throughout
(<5%), and B is responsible for <7% of epoxidation with excess
cyclohexene for all water concentrations considered here. The
value of αMTO gradually increases as H2O2 is consumed. The
effect of H2O on Re speciation during epoxidation is simulated
in Figure S3. Increasing [H2O] causes the ratio [A]/[MTO] to

Scheme 3. Principal Species Proposed to Be Involved in the
Catalytic Cycle during Olefin Epoxidation by MTO,
Highlighting the Role of Water and Showing the
Corresponding Rate Constants, Based on Combined
Experimental/Computational Analysisa

aThe number of water molecules, m, that participate in each transition
state can vary; the structures shown here are the most probable
numbers in aqueous CH3CN containing 2 M H2O. Transition states
are highlighted in red; stable species are highlighted in blue. The
relative turnover frequencies of the two coupled catalytic cycles
depend strongly on the reaction conditions.
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increase, effectively accelerating the epoxidation rate because
more of the active species is present. For [H2O] > 0.80 M,
water catalyzes the conversion of MTO to A slightly faster than
cyclohexene is epoxidized by A.
Figure 13 shows simulated kinetic profiles under [cyclo-

hexene]-limited conditions (corresponding to the experimental
conditions in Figure 1b). Again, the pseudo-steady-state
solutions agree well with the numerical solutions because the
concentration of catalyst is much smaller than that of
cyclohexene. Here too, water catalyzes the overall epoxidation
reaction, but for a different reason. Essentially all Re exists as B
prior to initiation of the reaction by addition of cyclohexene,
Figure 13b (shown for 3.2 M H2O). A significant amount is
converted to A soon after the reaction starts. The sum [A] +
[B] remains nearly constant, while [MTO] is negligible. Thus,
water acceleration does not arise due to faster conversion of
MTO to A. Instead, increasing [H2O] causes the abundance of
B to increase relative to A, Figure S4. Both experimental
measurements and computational predictions of the activation
free energies (Table 1) suggest that B is more reactive than A
toward cyclohexene. Thus, the rate of epoxidation accelerates as
[H2O] increases, simply because the ratio [B]/[A] increases.

The rate of formation of B from A becomes slightly larger than
the rate of epoxidation by B as the reaction progresses or when
the water concentration increases, Figure S4. Interestingly, the
simulated water acceleration effect is less pronounced as the
water concentration continues to increase, similar to observa-
tions in Figure 1b, because B is already by far the dominant
species at [H2O] = 3.0 M.

■ CONCLUSIONS
Water that is present either as a cosolvent or as a reaction
product can have an easily overlooked but important
mechanistic role in homogeneous catalytic processes. Our
understanding of water-accelerated organic reactions as well as
transition metal-catalyzed reactions in which the solvent acts as
a co-catalyst is hampered by the complexity of condensed
phases and the multiple ways in which water can participate in
transition states. MTO-catalyzed epoxidation by H2O2 shows
strong nonlinear water acceleration effects, even though no step
in the catalytic cycle explicitly requires water as a reactant. The
individual epoxidation steps involving the catalytically active
peroxo complexes CH3ReO2(η

2-O2), A, and CH3ReO(η
2-

Figure 12. Simulated kinetic profiles for (a) the epoxidation of
cyclohexene (2.0 M) by H2O2 (0.20 M) catalyzed by MTO (4.0 mM)
in CH3CN containing 0.20−3.2 M H2O at 15.0 °C; and (b) Re
speciation under the same reaction conditions and 1.8 M H2O. Here k4
is the water-independent rate constant for the epoxidation of
cyclohexene by B (4.0 × 10−2 M−1 s−1), αA = [A]/[Re]T, αB = [B]/
[Re]T, αMTO = [MTO]/[Re]T. The abscissa (time axis) has been
nondimensionalized by k4[Re]T so that the figures describe results for
all Re concentrations. Solid lines indicate numerical solutions to eqs
6−10. Dashed lines show pseudo-steady-state solutions for [A], [B],
and [MTO].

Figure 13. Simulated kinetic profiles for (a) the epoxidation of
cyclohexene (20 mM) by H2O2 (0.50 M) catalyzed by MTO (2.0
mM) in CH3CN containing 0.10−4.5 M H2O at 15.0 °C; and (b) Re
speciation under the same reaction conditions and 3.2 M H2O. Here k4
is the water-independent rate constant for the epoxidation of
cyclohexene by B (4.0 × 10−2 M−1 s−1), αA = [A]/[Re]T, αB = [B]/
[Re]T, αMTO = [MTO]/[Re]T. The abscissa (time axis) has been
nondimensionalized by k4[Re]T so that the figures describe results for
all Re concentrations. Solid lines indicate numerical solutions to eqs
6−10. Dashed lines show pseudo-steady-state solutions for [A], [B],
and [MTO]. (The dashed lines are not visible in (b), since the
agreement with the numerical solutions is very good.)
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O2)2(H2O), B, are weakly accelerated by water. Our computa-
tional results show that water lowers epoxidation barriers
slightly when it forms a hydrogen bond to the spectator oxygen
of a peroxo ligand in A and B. The primary effect of water on
catalytic epoxidation arises from its acceleration of proton
transfer from coordinated H2O2 to oxo ligands of MTO and A
and to the hydroxo ligands of the corresponding η1-hydro-
peroxo intermediates. Proton inventory experiments suggest
that, on average, two water molecules participate directly in the
rate-determining proton transfers. Ab initio free energy
calculations including tunneling corrections and a thermody-
namically consistent mixture of water hydration states support
this conclusion by predicting activation parameters as well as
fractionation factors for 2H2O-assisted transition states in
reasonable agreement with experimentally obtained values.
Kinetic simulations confirm that water acceleration of

catalytic epoxidation arises primarily from [H2O]-catalyzed
formation of the active peroxo species, altering the Re
speciation. The reaction rate in CH3CN is predicted to be
vanishingly slow in the absence of water, and even reactions
conducted under nominally anhydrous conditions are likely
promoted by catalytic amounts of adventitious water (and
autocatalysis by the water produced in the epoxidation
reaction). Strong water dependence is anticipated for other
MTO-catalyzed oxidations where the key water-dependent
steps involve peroxo complex formation.91
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